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SUPERCRITICAL FLUID PHASE SEPARATIONS: IMPLICATIONS FOR
DETONATION PROPERTIES OF CONDENSED EXPLOSIVES

Francis H. Ree
University of California

Lawrence Livermore National Laboratory
Livermore, CA 94550

High explosive experiments offer the most extensive data on mixtures at
high pressures (> 10 GPa = 100 kbar) and high temperatures (> 1000 K). We
have computed the detonation properties of two explosives, PBX-9404
(C1.4H2.75N2.5702.67C10.03P0.01) and PETN (C4H8"608)' using reliable
statistical mechanical theories and realistic intermolecular potentials. The
composition of the chemical species 1s determined by minimizing the Gibbs free
energy. The calculation shows that the detonation products of explosives
containing C, H, N, and O atoms can separate into Nz-r1ch and Nz—poor
fluid phases and that this gas-gas phase separation can affect detonation
properties at some pressures and temperatures. Since N2' coz. and Hzo
molecules are major detonatjon products, we made a separate study on binary
("2'H2°' C0,-H,0, N -COZ) and ternary ("2'c°2_H2°) mixtures. The results of
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this study show that the NZ'HZO system may exhibit a fluid phase separation at

pressures and temperatures relevant to a detonation environment. The
predicted phase separation boundary is sensitive to the NZ—HZO interaction

and to the addition of CO2 molecules. We suggest static and dynamic

experiments on Nz'HZO mixtures that should reveal whether the predicted

fluid phase separation occurs and help us refine the Nz—HZO interaction

potential.



1. Introduction

The detonation of modern explosives produces a mixture of many chemical
species. Typical products are "2' co, coz. Hzo. and solid carbon plus minor
amounts of Hz, NH3. 02. NO, etc. Since explosives experiments can
attain a wide range of pressures (P = 1 to 100 GPa) and temperatures (T = 1000
K to 5000 K) that are difficult to attain by static experiments on mixtures,
the availability of explosives data provides us with an attractive opportunity
to investigate mixtures under extreme conditions of pressure and temﬁerature.

Fickett1 made the first attempt in this direction in 1962, using
statistical mechanics and intermolecular potentials. Recent theoretical and
experimental developments have renewed interest in this field. As a result,
we now have several theoretical models to describe detonation pr‘operties.z_5

In this regard there is the still unanswered question of whether a-
supercritical fluid phase separation among detonation products may influence
detonation properties. Although this has not been investigated previously,
the possibility is real in view of the fact that explosives experiments cover
a wide (P,T) range. The present paper addresses this question.

Van der Waals first predicted a supercritical fluid phase separation in
1894.6 The experimental confirmation of his prediction came nearly a half
century later. Since Krichevskii's first experiment on a NZ—NH3
mixture.7 Soviet workers have found supercritical phase separations in many
binary mixtures. Tsiklis's 1976 rev1ew8 quotes more than 60 such systems.
For more recent work, we refer to published papers.a']4 Until last year,

Tsiklis's workab on NZ—NH3 systems to 1.8 GPa stood out as the highest

pressure experiment on fluid phase separation. However, the availability of



the diamond-anvil cell technology for mixture studies is soon expected to push

the maximum pressure to a much higher value.

For example, Schouten et gl.]s very recently observed the fluid phase
separation in a Hz—He mixture at pressure and temperature as high as 8 GPa
and 400 K. At such high pressure and temperature, the molecular interactions
are almost totally repulsive. Accumulating evidence further suggests that
supercritical phase separations in some binary mixtures are "the rule rather
than the except1on'mb and that, in the case of Hz—He mixture, the phase

separation will persist possibly close to the 1imit of stability of the

molecular phase of hydr‘ogen.ma

In this work we consider two explosives: PBX-9404 with its main
constituent HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine) and PETN
(pentaerythritol tetranitrate). We investigated these explosives
previous]yza's without discussing why and how supercritical fluld phase
separation can influence their detonation properties. B8oth explosives contain
relatively small amounts of carbon. Accordingly, the rate effects in the
formation of solid carbon are minimized. They are useful for studying
equilibrium properties. Compared to PETN, PBX-9404 detonates at lower T and
higher P; hence, its detonation behavior is more susceptible to a possible
fluid phase separation. The present work will, therefore, emphasize the
post-detonation behavior of PBX-9404.

Because they contain multiple components and are chemically reactive,
detonation products should exhibit a complex phase behavior. To simplify our
analysis, we made a separate study of phase equilibria in binary (NZ—HZO.
C0,-H,0, and Nz-coz) and ternary (N,-H O—COZ) mixtures for the three major
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detonation products. The temperature range of interest in this work lies well



above the critical temperature of water, the least volatile member of gaseous

detonation products. In this paper, we use the terms gas and fluid
synonymously since their distinction disappears above the critical point of
water.

Near a phase boundary, the free energy difference between two phases is
very small and is, accordingly, sensitive to uncertainties in intermolecular
potentials. Therefore, we should stress at the outset that our objective 1is
not precise determination of the phase boundary, an impractical task at
present. Rather, our goal is to determine whether mixtures of mdst]y "2’
coz. and Hzo molecules wiil exhibit a supercritical fluid phase separation
and what effect this phase separation will have on detonation properties.
This goal can be accomplished by using realistic potentials well outside the
phase boundaries, where a large free energy difference makes thermodynamic
quantities much less sensitive to.uncertainties in intermolecular potentials.

Finally, our calculations employ a reliable statistical mechanical theory
of mixtures and an advanced technique to handle multiphase chemical
equilibria. Some of the theoretical tools employed in this work have been
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discussed elsewhere. Below, we present only those aspects of our model

that are pertinent to the present discussion.

2. Theoretical Formulation

The chemical formula of PETN is C4H8N8°8' while PBX-9404 is a
composite explosive with C:H:N:0:C1:P = 1.40:2.75:2.57:2.69:0.03:0.01.'°
The calculations reported below are insensitive to the small amounts of C1 and

P atoms in PBX-9404. Unless mentioned otherwise, we delete them from the



calculations. We assume that the two explosives produce nine gaseous species

CH

€0, O NO, Hzo. NH4) and a solid carbon

(Hyo Nyo €O, €O, 0y, CHy,
phase, i.e., graphite or diamond. Separate approximate calculation showed
that other chemical species such as H, O, cz. ca, etc. occur in amounts
too small to affect calculated results.

The Gibbs free energy G of reacting species 1 (= 1,2,..,s) with molar

concentrations given by a set [nj} is

S
SPT. D) = 3 (LT, (M

where the "1'5 are the chemical potentials for gas and solid species.
Solid carbon is not very compressible, and its equation of state (EOS) is

not as sensitive to P and T as that of the gaseous species. Nor is it a

7

dominant species in the two explosives considered in our work.1 Therefore,

we use the Murnaghan EOS that can describe experimental data of solid carbon
reliably. The exact form of the Murnaghan EOQS and the resulting expression
for u; are given in Ref. 2a.

A mixture model is needed to compute By for gaseous species. The
improved van der Waals one-fluid (vdWif) mode]18 is used for this purpose.
The improved vdWlf model assumes that the actual pair potentials and effective

one-component potential both have an exponential-6 (exp-6) form

w
o(r) = « (2 expla(1-r/r)] - 2= (5%, (2)
where ¢ and r* are the energy- and distance-scaling parameters and a

measures the stiffness of the repulsion.

The exp-6 parameters for the effective one-component potential are chosen

to depend on {"1} in the following manner:
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where subscripts denote the interaction parameters of individual pairs (1,j),
and summations are confined to each fluid phase. The reliability of the
improved vdWlf model has been verified by Monte Carlo s‘lmulations.w']9
Our model considers molecular rotational and vibrational contribution to
the free energy within the ideal-gas approximation. It employs a spherical
potential for nonspherical mo]ecu]es.zo'Z] The assumption is accurate in
fluid phase for nonpolar mohet:u]es.zz_24 It is probably good for polar
molecules as well since the high temperature of detonation will enhance
molecular rotation, which diminishes nonsphericity, and the accompanying high
pressure and high compression will break up the orientational effect of the

electrostatic interaction. For polar molecules such as water, a T-dependent

spherical potentia1.25 derived from an ab jnitio potential.Z] can
26,27

satisfactorily describe experimental shock wave data. Since the

T-dependent potential 1s too complex to use in the present work, we

approximate it by an exp-6 form with a T-dependent ¢, given by

€ =<, (1 +WT) , (6)



where A/T accounts for an effective dipole contribution. At temperatures
below A\, the dipole term in ¢ dominates and ¢(r), at large r, reduces to

the Keesom formu]a.28 ji.e., &(r) = constant x (Tra)_l.
The exp-6 parameters for like-pair interactions may be derived from the
24

corresponding-states scaling relations™ or shock wave data. Table I lists

numerical values of the exp-6 parameters for all gaseous species used in the
present work. (For further expérimenté] references, see Ref. 2a). Comparisons
of the theoret1ca12b'24 and experimental shock pressures for Hzo.zs’27
N2'29-31 and coza' are shown in Fig. 1. The observed good agreement

here occurs for T < 5000 K, which is the upper temperature range for most
explosives problems. In Fig. 1 the N2—Hugon10t data29b above 35 GPa

become “"softer" than the extrapolation of the lower pressure data. Although
the softening occurs at a relatively low pressure, the corresponding shock
temperature is higher (i.e., T > 7000 K)zgc_than temperatures found in

most detonation problems. The aforementioned softening may be due to thermal
dissociation of molecular nitrogen to a denser monatomic nitrogen Hquid.32
Our calculations include no ionic species. In the case of the Hugoniot of
water, a recent Raman scattering experiment by Holmes et _1.33a indicates no
evidence of the hydrated proton H30+ jon that was previous]y34 thought

to be responsible for the high electrical conductivity of shocked water. Only
a few percent ionization of the Hzo molecules into H and OH™ ions may

be responsible for the observed conductivity.33b Note that, in the case of
detonation problems, the total pressure results from the contributions by all
chemical species (beside the Hzo molecules). Therefore, the jonization

correction to pressure, if any, would be very small.



Unlike-pair (1#)) exp-6 parameters are computed from the combination

ru\es.35

r*ij = kij (r*11 + r*jj) / 2,

%
5 7 Laiegy)

%
G‘U (“.H"jj) ’

where the k1J represents unity for all but the HZO—N2 and Hzo—co

pairs. For these pairs, we consider two sets of kij:

Set 1:
“N,-1,0 = ¥co,-1,0 = 1*
r*“z‘"zo = 3.575 R, r*coz_Hzo = 3.615 A.
set 2
k"z‘"zo = 1.03, kCOZ-HZO = 0.965,
r*Nz_Hzo = 3.682 A, r*COZ-HZO = 3.488 A.

2

(7

(8)

(9)

(10)

(m

Here r*ij' €5 and 43 in Eqs. (7) to (11) are obtained from the l1ike-pair

interaction parameters in Table I. Unless stated otherwise, the calculations

in Secs. 3 and 4 employ Eq. (10) while the results in Sec. 5 are based on

Eq. (11). Our choice of Eg. (11) will be explained in Sec. 4.



To compute uy (= aA/ani). we use the effective one-component ¢(r) [Eqs.
(2) to (5)] in the Helmholtz free-energy (A) expression of the Mansoori-

Canfield-Rasaiah-Stel1-Ross (MCRSR) theory,3®~38

where A1d is the ideal-gas contribution. The MCRSR theory minimizes the
right-hand side of Eq. (12) with respect to the hard-sphere diameter that
appears in the hard-sphere free energy (AHS). the hard~sphere radial
distribution function [gHS(r)], and a small correction factor (F).38 The
MCRSR theory shows excellent agreement with computer simulation data for a
wide variety of potentials that include the exp-6 form. In this regard,
several newer theories”'40 should also give equally reliable results. The
expression for ¥y derived from Eq. (12) is a complex function of
["i}' P, and T. It is given by Eqs. (23) to (34) in Ref. 2a.

The above mathematical formulations are programmed into the chemical
equilibrium (CHEQ) computer code. The CHEQ code solves for {"1} by

minimizing4] G and computes thermodynamic quantities by taking appropriate

numerical derivatives of G, Eq. (1).

3. Detonation Properties without Consideration of Fluid Phase Separation

With the theoretical tools outlined above, we are in a position to

compute detonation properties. Following earlier work.]'3'4'42'43 we first

neglect supercritical fluid phase separation and assume that detonation

products are in two phases, i.e.,



Gas phase: "2' HZO' c02. co, CH4. NH3. H2' 02. NO
Solid phase: C(d)(= diamond) or C(g)(= graphite).

The CHEQ code evaluates the specific volume (V) and internal energy (E)
over a range of T and P. The resulting EOS data are then used to solve for

the “Hugoniot", that is the energy conservation re]ation.44

E = Eo +(1/72) (P + Po) (V° ~-V), (13)

between the equilibrium state (P,E,V) behind the detonation front and the
initial state (Po‘ Eo' vo) ahead of the detonation front. The shock

(i.e. detonation) velocity D is related to (P,V) by44

%
D= v, (e - Po) / (Vo -1 (14)

In Fig. 2a, we compare the resulting "two-phase®" Hugoniot of PBX-9404

with the data of Kineke and Hest45 and the Livermore (LLNL) group.46

At
the minimum point or Chapman-~Jouguet (CJ) point in Fig. 2a, the theoretical
detonation velocity DCJ s 9.30 km/s, compared to the experimental value of
8.78 to 8.80 km/s.47 The deviation of this magnitude is outside
experimental uncertainties. The result was entirely unexpected because the
same theoretical model gave nearly perfect agreement for PETN.za i.e.,
D(CHEQ) = 8.33 km/s vs D, (experiment) = 8.30 km/s.462:48 4

comparison of the two-phase calculations for PBX-9404 (Table III) and PETN
(Table IV in Ref. 2a) showed that the PBX-9404 has a lower CJ temperature

TcJ (by 619 K) but a higher CJ pressure PCJ (by 6.1 GPa). Since low
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temperature and high pressure generally favor a fluid phase separation, the
observed deviation may be the result of a possible super-critical fluid phase
separation that exists among detonation products of PBX-9404.

Before elaborating on this idea, we need to rule out other possibilities.
For this purpose, we made a series of CJ calculations by changing the physical
parameters of the problem while maintaining the two-phase (one gas-phase
mixture plus one solid phase) constraint. Table II summarizes the results on
DCJ' that can be measured much more precisely (within 1%) than PCJ'
Calculations B and C include species (c2H2, CzHa. CSHS' CHSOH) and (N20.
NOZ' HCN), respectively, both of which were omitted in the original
calculation (Calculation A). Calculation D considers the effect of the
“impurity" atoms P and C1 in PBX-9404. The exp-6 parameters for these minor
species (Table I) are computed from the corresponding state scaling rules.24
Hence, they may carry larger uncertainties. These uﬁcertainties are not
important, however, because the extra species themselves are present in small
amounts. The DCJ values from all these calculations (B to D) agree, within
0.6%, with Calculation A. Calculations E and F examine the effects of solid
carbon. Calculation E excludes solid carbon, while the standard heat of
formation of diamond (15 kca]/mo])42 used by calculation F is higher than
the equilibrium value (0.453 kcal/mol). The calculations are done to simulate
the amorphous, less stable nature of diamonds produced during detonation.
Both calculations are even worse than Calculations A'through D. Finally,
Calculation G employs the r* parameters [Eq. (11)] for HZO-N2 and
HZO—CO2 pairs. The result differs only a 1ittle (0.5 %) from Calculation

A but is still far away from the experimental value.
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4. Supercritical fluid phase separations in "2' Hzo. and CO2 mixtures

At the CJ points of PBX-9404 and PETN computed in Sec. 3, the mole
percentages of "2' coz. and Hzo are 38%, 21%, and 39% of the total
gas-phase species for PBX-9404, and 19%, 39%, and 37% for PETN. The three
species together represent 97% and 95% of the total gaseous products. Because
these species are also the dominant species in many other explosives, we have
investigated the phase behavior of binary and ternary mixtures of "2' coz.
and HZO'

For a binary system its phase boundary may be d1re;t1y determined by the
double-tangent construction method (see below). However, since we are
ultimately interested in more complex multicomponent mixtures (to which the
double-tangent construction method is not applicable), our analysis below
employs the CHEQ code to determine the phase boundaries of the-binary and
ternary mixtures. As described earlier, the CHEQ code sd]ves for the
compositions of chemical species in each fluid phase (hence, the phase
boundary) so that the resulting Gibbs free energy is minimum. We will explain
later that the use of the CHEQ code, although more general, is applicable to
(P,T) states not too close to the critical locus of a multiphase mixture.

In Fig. 3a we show the theoretical solubility isotherms for the
NZ—HZO system at four temperatures: 0.2 eV (2321 K), 0.25 eV (2901 K), 0.3 eV
(3481 K), and 0.4 eV (4642 K). Phase separation regions (i.e., mixed fluid
phases) occur above each of these solubility isotherms. The (T,P) range for
the NZ—HZO system in Fig. 3a is important to detonation probliems.
Accordingly, a proper description of detonation behavior needs to deal with

the supercritical f1uid'phase separation in the NZ—HZO system. In contrast,
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the fluid phase separations in the COZ—HZO and Nz—co2 systems (Figs. 3b and
3c) occur at pressdres above 60 GPa for the COZ'HZO mixture and above 80 GPa
for the COZ—N2 mixture. These ranges lie outside the region of. interest in

ordinary uses of explosives.

Before proceeding further, we should mention briefly the procedure for
determining the phase separation boundaries by the CHEQ code. First, we fix T
and initial values for ["1}' Then we start our calculation at a high P,
where the CHEQ code can easily find the phase boundary of two fluid phases.
Finally, we determine the phase boundaries at successively lower pressures
until the calculation predicts a homogeneous fluid phase. Because we use the
same analytic G [Eq. (1) with ¥y from Eq. (12)] to describe different
fluid phasgs by analytic continuation, the observed homogeneous fluid phase
may be thermodynamically metastable or stable. That is, when plotted against
the composition, G may show an oscillatory shape with its curvature changing
from plus (+) to minus (-) to plus (+). That portion of G having the positive
(convex) curvature is thermodynamically stable or metastable while the
negative (nonconvex) curvature represents a thermodynamically unstable region.

It 1s not difficult to determine the mixed phase boundary for a binary
system, where there is only one composition variable. The phase boundary is
given by a pair of roots (n',n"), where G has a common ("double") tangent at
fixed P and T..|9 For more complex mixtures (e.g., explosives) for which the
CHEQ code is designed, the composition is multidimensional and there is no
well-defined procedure. The CHEQ code uses the convexity of G to solve for
["1}' Within or near a fluid phase boundary, this procedure can lead to
a lTocal minimum (representing a metastable homogeneous phase). We can

normally avoid this situation by repeating the calculation using different

-13-



initial compositions. If none of these compositions predicts the mixed phase,
we consider the (P,T) state to be in a homogeneous fluid phase. Otherwise, it
is in the mixed phase region. We have used binary mixtures to test the above
procedure against results from the double-tangent construction discussed
earlier. The present procedure works for most cases except near the lowest
portions (i.e., low P < 25 GPa) of the low-T solubility isotherms, where the
free energy difference is very small and insensitive to composition. Those
portions of the solubitilty isotherms, where the CHEQ code 1s trapped in the

metastable homogeneous phase, are either omitted or indicated by dashed lines

in Fig. 3.

Experimental data on the NZ—HZO system49 and the COZ—HZO system50 are
1imited to pressures of 0.3 and 0.35 GPa, respectively, and to temperatures
be]ow'TOO K. These data 1ie well below the temperature range (> 1300 K)
where our model [Egs. (2) and (6)] of water is applicable. Nevertheless, the

experimental data show a large (T,P) region of incomplete miscibility for the

N, -H,

co

0 system and an equally large region of complete miscibility for the
Z—Hzo system, which is consistent with the results discussed above.
There is a semi-empirical criterion on supercritical fluid phase

separation. This criterion 1s based on the Kreglevskii-Hildebrand solubility

parameter,aa'S]

b =1.5RT /N, (15)

where Tc and Vc denote the critical temperature and volume. According to
Kreglevsk11,5] a large difference in A between two species implies a small

solubility between them. In the present case this rule gives
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aA(atm)= 172(N2), 391(C02), and 1460(H20).

Hence, the "z'“z° mixture is the least soluble system and the NZ—CO2
mixture is the most soluble system, which agrees with our results in Fig. 3.
A large A value for water suggests that water molecules are principally
responsible for the fluid phase separation in the Nz—Hzo system.
Physically, large values of A and ¢ (the well-depth parameter in Table I)
reflect the high critical temperature of water, which, in turn, arises from a
strong electrostatic attraction among water molecules. Without the
electrostatic interaction, the Hugoniot of water resembles the dotted line in
Fig. 1. The Hugoniot was computed using the exp-6 parameters, (e¢/k,r*,a)
= (135 K,3.37 &,13.5) of the 3cz32 and the WCA4 model.3® The
theoretical Hugoniot, without the electrostatic interaction, gives a lower
pressure than the experimental data at pressures below 30 GPa.
The fluid phase separation boundaries in Fig. 3 are sensitive to the
uniike-pair interaction parameters, Eqs. (7) to (9). Our earlier s1:udy]9 of
H,-He mixture has shown that the solubility boundaries are most sensitive to

2

changes in r*H H and least sensitive to changes in ¢ . In the present
2~ e Hz-He
case, not much is known experimentally about unlike-pair interactions at the

pressure and temperature of interest. Therefore, we made only a cursory study

of the effect of changing r*1j. The use of a 3% larger r*N -H.0 {Eq. (11)
2 2
instead of €q. (10)] moves the solubility isotherms to much lower P (see Fig.

4). However, such a change has 11ttle effect (less than 3X) on the thermo-
dynamic properties of PBX-9404 in the homogeneous fluid region. To offset this

small alteration in thermodynamic properties, we reduce r*co “H.0 by 3.5%
2 2

-15-



{from Eq. (10) to Eq. (11)]. Both changes together leave the EOS properties
of PBX-9404 in the homogeneous fluid phase nearly the same (within 1%) as
those obtained using Eq. (10).

Figure 5 shows the critical 1ines (loci of the minima of the solubility
isotherms in Fig. 3) for the three binary systems. The solid and dotted lines
represent the results with and without the parameter change discussed above.
For comparison, we have superimposed the Hugoniot trajectories of P8X-9404 and
PETN. The CJ points of both explosives without the parameter change [Eq.
(10)] 1ie within the homogeneous fluid phase. With the parameter change [Eq.
(11)], the CJ point of PETN remains in the homogeneous phase, but that of
PBX-9404 moves inside the mixed phase range. For this reason, the DCJ(CHEQ)
va1ue2a for PETN without the fluid phase separation showed good agreement
with the experiment. Note that, since the aforementioned mixed-phase behavior
of PBX-9404 is an multicomponent effect, it is not possible to show it in a
plot such as Fig. 5 which describes only the binary-system results.

To find out the multicomponent, mixed-phase behavior, we have investigated
the supercritical fluid phase separation in the ternary system of NZ' coz.
and HZO' Figure 6 shows a typical solubility diagram at 35 GPa and 0.35 eV
(4062 K) that lies near the theoretical CJ point of PBX-9404. The open circle
in Fig. 6 indicates the composition of Nz, c02. and HZO at the CJ
point. The shaded area represents the mixed fluid phase based on Eq. (10).

If we use Eq. (11) in place of Eq. (10), the mixed fluid phase region (i.e.,
the area under dotted line in Fig. 6) i1s enlarged considerably. This puts the
CJ point within the mixed phase range.

In summary, one can place the CJ point of PBX-3404 in either the mixed or

homogeneous phase by a slight (3 to 3.5%) modification of the N2—H20
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interaction. In the case of the rare gases, Scoles™ estimates uncertain-

ties of about 1.5 and 3X for the unlike-pair interaction parameters r*1j and

i3 respectively. The unlike-pair interactions considered in our work

have larger uncertainties. Moreover, there are 36 such pairs (or 3 x 36 = 108

exp~6 parameters) for the 9 gaseous species. Therefore, 3 to 3.5% variations
* 3

in the r*Nz-HZO and r €0,-H,0 parameters are small compared to uncertainties

in the net interactiqns of all molecular pairs. In the analysis of explosives

discussed below, we adopt the modified parameters of Eq. (11).
5. Detonation Behavior with Supercritical Fluid Phase Separation

A. Hugoniot behavior

In this calculation we allow detonation products to be in two gas phases

and one solid phase, i.e.,

Gas phase A : N2' Hzo. co, CH4. 002. NH3. H2' 02, NO
Gas phase B : Nz' Hzo
Solid phase : C(d), C(qg).

Gas phase B is a new phase and was not considered in Sec. 3. By considering
gas phase B here, we do not mean to imply that it should occur at all

temperatures and pressures. It occurs only if its presence minimizes the

G6ibbs free energy. Note that only N2 and Hzo molecules appear in gas

phase B. This was done on the basis of the analysis in Sec. 4 and to save

computing time. Calculations are insensitive to extra species in gas phase B.
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In Fig. 2b we compare the Hugoniot of PBX-9404, derived from the above

three-phase CHEQ calculation, with the experimental data.“a'47b The

present calculation gives DCJ(CHEQ) = 8.81 km/s vs DcJ (experiment) = 8.80
km/s. This agreement between experiment and theory extends to about 60 GPa.
Table III gives a further comparison between the experimental CJ data and the
two- and three-phase CHEQ calculations. If we recall our earlier unsuccessful
effort to account for the failure of the two-phase DCJ(CHEQ) by various
physical factors (Table II), the agreement seen here is all the more
remarkable. It renders strong support for the predicted supercritical fluid
phase separation in the detonation products of PBX-9404.

According to the present calculation, the mole percentages of detonation

products at the CJ point of PBX-9404 are:

Gas phase A: N,(2.67%), H,0(31.92K), CO,(17.44%), C0(0.21%),
CHy(3x1073%), NH(1.47%), H,(2x107%),
0,(7x107°%), NO(7x10%)

Gas phase B: N2(28.71$), H20(0.21%)

Solid phase: C(d)(17.34%), C(g)(0%).

This shows that N2 molecules thermodynamically prefer to separate (mostly in
phase B) from the rest. As mentioned earlier, the conclusion is valid despite
the number of species in phase B. For example, if we allow CO2 in gas phase
B, about 2% of the Coz.in phase A shifts to gas phase B with no net change

in the concentration of CO,. The (T,V,P,E,D) values at the CJ point also

2
remain unchanged (within 0.3%). See Table III.
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In the case of PETN,'the phase separation boundary crosses the Hugoniot
above the CJ point at 48 to 56 GPa. As disscussed eariier, PETN has a higher
CJ temperature and a lower CJ) pressure than PBX-9404 does; therefore, the CJ
point of PETN 1ies in the homogeneous fluid phase. The agreement between the
theoretical Hugoniot and the experimental data of Kineke45b is approximately

similar to that of PBX-9404 in Fig. 2b.
We note in passing that the PCJ(CHEQ) value for PBX-9404 in Table III

is about 10% below the experimental value. A similar difference also occurs
for PETN.2a _A part of both deviations probably originates from the same
source. In Ref. 2a we attributed a part of the differénce to CJ pressure
experiments that might have finished too early to observe slow rate processes
associated with the condensation and crystallization of carbon. Above 65 GPa
in Fig. 2b, the experimental Hugoniot is slightly (< 2%) softer than the

CHEQ results. The exact cause of the observed small deviation is not known at
present. But it may be due to nitrogen. The shock temperatures in PBX-9404
here lie above 5100 K. We have earlier noted that the Hugoniot of nitrogen
(Fig. 1) becomes soft at high temperature (> 7000 K) possibly as a result of
thermal dissoc‘iat‘ion.29b We will defer further discussion of these complex

topics. They 1ie outside the scope of this work on fluid phase separation.

B. Chapman-Jouguet expansion adiabat

The Hugoniot experiment discussed so far provides thermodynamic data
above the CJ point. A cylinder test53 furnishes the adiabatic expansion
behavior below the CJ point. An "experimental™ CJ adiabat is commonly

expressed by an empirical EOS expression that can reproduce cylinder-test data
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and experimental CJ data. The most widely used expression for this purpose is

the Jones-Wilkins-Lee (JWL) EOS. The JWL parameters for PBX-9404 and PETN

have been obtained by Lee et gl.sa

Figure 7 compares the cylinder-test result (JWL) of PBX-9404 with the
CHEQ calculation and two other:EOS models, 1.e., the Becker-Kistiakowsky-
Wilson (BKW) EOS42'43'54 and the Jacobs-Cowperthwaite-Zwisler (JCZ3)

EOS.55 The deviations between the present result and JWL stay within 5%

over the volume range 0.7 Vo to 3 Vo (v° = initial volume = 0.5435

g/cma). The observed deviations 11e within the experimental and the
theoretical uncertainties. In comparison, the JCZ3 and the BKW models deviate
from the JWL model by as much as 10 and 35%, respectively.

The CJ adiabat at V/Vd < 0.86 in Fig. 7 1ies within the three-phase
(Nz-rich and Nz—poor fluid phases plus a diamond-1ike solid) region. The
adiabat crosses the Nz—phase separation boundary at V/V° = 0.86 to
0.93. At higher expansion, it enters into the two-phase region, i.e., a
homogeneous fluid phase plus a graphitic or diamond-1ike phase, depending on
whether V/v° is greater or less than 1.2. At V/Vo > 4, all detonation
products are in a single gas phase. The various phase changes are difficult
to discern in Fig. 7. They show up more clearly in the second-order
quantities, such as the Griineisen gamma, vy = V(aP/aE)v. plotted in
Fig. 8. The present calculation predicts two sharp dips in y, one

associated with the graphite-to-diamond transition and another with the

N.,-phase separation.

2
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C. Experimental suggestions

The initial density (po = 1.84 g/cma) of the'Hugoniot experiments
discussed lies close to the theoretical maximum density of PBX-9404. Similar
experiments can also be performed with porous samples. Depending on their
py+ POTOUS samples can attain different CJ states that belong to the one-,

two-, or three-phase region of detonation products. Although such experiments

have not been done for PBX-9404, PCJ and DCJ datass'57 have been published for

RDX [(CH2N202)3] that has the same relative composition as HMX [(CH2N202)4].
The latter constitutes 94 wtX% of PBX-9404. Since the detonation behavior of
RDX and PBX-9404 is almost identical, we have computed the Hugoniot of RDX,
using the experimental energy (E° = 277.1 J/g) of formation of RDX and the
CHEQ EOS data of PBX-9404.

Figure 9 shows the theoretical Hugoniots of RDX at six different Po-
At Py > 1.6 g/cm3. the CJ points 1ie within the three-phase region of
detonation products while those at Py < 1.55 g/cm3 belong to the
two-phase region. The Hugoniots for Py = 1.55 and 1.60 g/cm3 display
double minima. The corresponding (P,T) range lies within the Nz—phase
separation boundary. The double mininma signify two solutions for the ClJ
point. Since both solutions satisfy the CJ condition (that both the
detonation velocity and accompanying rarefaction waves travel with the same
velocity), both can theoretically occur. Whether it is possible to
distinguish both minima experimentally is not yet known. However, the OCJ
corresponding to the absolute minimum (marked by solid circles in Fig. 9)
should be relatively easy to measure, because it is also associated with the

CJ point outside of the double-root region. Cheret58 has also predicted
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similar double minima for PETN near the carbon condensation region (between
by = 1.348 and 1.354 g/cm’).

The DCJ value corresponding to the absolute minimum is a continuous
function of Py with a discontinuous slope near Py = 1.55 g/cm3
(Fig. 10a), while the corresponding PcJ shows a discontinuity at the same
Po (Fig. 10b). Ste‘lnberg56 has compiled the experimental data57 of
HMX and RDX. As Steinberg notes, the present model correctly reproduces a
small change in the slope of the experimental DCJ data near Py = 1.18
g/cm3 in Fig. 10a. Our model predicts the solidification of carbon at this
Po- Figure 9b shows that the present model gives an equally satisfactory
PCJ' Scatters in the experimental data make it difficult to judge whether
the predicted supercritical fluid phase separation. is abrupt enough to show up
in the experimental data. As discussed in Sec. 4, the boundary separating the
Nz—rich and Nz-poor fluid phases (marked by dotted lines in Fig. 10) is
difficult to locate precisely. Accurate experiments on DCJ at different
P, are desirable in this regard. Table IV shows more detailed numerical
comparisons between experiment and theory.

We suggest two experiments that will help check the predicted
supercritical fluid phase separation. RX-23-AB, a specially formulated
exp]osive42 consisting of hydrogen nitrate (70 mole %), hydrazine (5.9
mole %), and water (24.1 mole %), produces chemically stable HZO and "2
molecules with possibly small amounts of NO, Noz, etc. Hugoniot experiments
above 40 GPa should provide a simple test of the supercritical fluid phase
separation as predicted in Sec. 4.

The second experiment is a phase separation study of the NZ—HZO

system, using a heated diamond anvil cell. As stated earlier, Schouten

-22-~



et a].]s have done such an experiment for the Hz-He system. The

experiment, as conceived by Constantino.59 would entail trapping a fully

miscible mixture of N2 and Hzo in the gasketted region of the diamond cell
and then, raising the pressure along an isotherm until phase separation is
observed by noting the formation of regions having different indices of
refraction. Since the accessible static (T,P) range of such an experiment
could reach 1500 K and 20 GPa,60 one can check for the possible existence of
a miscibility gap close to the CJ point (2200 K,17 GPa) of RX-23-AB.2D:2%
This developing technology offers a variety of interesting follow-on

experiments, such as laser heating the mixture and observing the phase

separation using Raman or IR absorption spectra.

6. Summary

We used the multiphase, multicomponent, statistical-mechanical CHEQ model
to investigate the occurrence of supercritical phase separations in binary and
ternary mixtures of NZ' COZ' and H20 molecules and in detonation

products of PBX-9404 and PETN.

The most significant result of our analysis of binary and ternary systems
is that the N2—H20 system may exhibit a supercritical fluid phase
separation in the same (T,P) range as we encounter in explosives experiments.
This prediction is consistent with the experimental NZ'HZO phase diagram
at much lower (T,P) va\ues.49 The factor directly responsible for the
predicted phase separation is the repulsive parameter r*N “H.0" For hard-

2 2
sphere mixtures with the diameter of an unlike pair (a,b), given by
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d., =5 ( daa + dbb) (1 +90), (16)

ab

N |~

Melnyk and Sawforda‘ made molecular dynamic simulation and other theoretical
calculations. Their results indicate a fluid phase separation if @ > 0. If

6 is zero or small, the transition occurs in the metastable fluid range.

62

The @ = 0 case has been investigated by Lebowitz and his coworkers - and

by Alder.63 However, as Lebowitz and Zomick noted, for real fluids at high
pressures there is no compelling reason that e should be zero.

Probably the most significant practical result for explosives is the
prediction that N2 molecules prefer to phase-separate from the rest of the
detonation products. This phase separation occurs at a pressure that lies
below the CJ) point for PBX-9404 and above the CJ point for PETN. By
incorporating the Nz—fluid phase separation in the model, we obtain better
agreement with the experimental detonation data.

It should be emphasized, however, that this study involved our 1imited
knowledge on the intermolecular forces of unlike molecular pairs. 1In
particular, there are no high-P and high-T data on the Nz—HZO system.
Accordingly, the (P,T) boundary of the predicted fluid phase separation is
difficult to locate. Our proposed experiments should corroborate the
theoretical prediction and help us refine the present model. These
experiments include shock wave experiments on RX-23-AB and porous PBX-9404,
and a heated diamond-anvil cell experiment on the NZ'HZO system.

We have shown that a nonempirical approach, such as that presented here,
can reliably describe the detonation properties of PBX-9404 and PETN. This
conclusion will 1ikely remain true for other explosives with C, H, N, and 0

atoms with a low C-to-0 ratio. The observed agreement between theory and
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experiment indicates that these explosives can attain a rapid equilibration
after detonation.

Although our work has focused on explosives, the theory employed should
be applicable to other classes of multiphase, multicomponent problems. For
example, (T,P) conditions in the interiors of the giant planets are similar to
those of high explosives. Except for chemically inert helium, planets and
explosives share the same molecular species. However, the elemental
compositions of the giant planets differ from each other and from those of
explosives. Therefore, we expect that the giant planets will display an
entirely different class of fluid phase separations. Stevenson64 has

prepared a 1ist of experiments and theories, needed in the field of mixtures,

to help further understanding of the physics of planetary interiors.
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Figure captions

Fig. 1.

Fig. 2.

Fig. 3.

Fig. 4.

Comparison of experimental and theoretical Hugoniots of N2' Hzo, and
COZ' The experimental data are from the Lawrence Livermore National
Laboratory (LLNL) [Ref. 26 (H20) and Ref. 29 (Nz)], the Los Alamos

National Laboratory (LANL) [Ref. 27 (HZO) and Ref. 30 (Nz)], and
Zubarev and Telegin (Ref. 31). The solid Tines are based on of Ref.

. 24 (N2 and COZ) and Ref. 2b (HZO). The dotted line 1s obtained

using the exp-6 parameters of the WCA4 theory (Ref. 3b) and the JCZ3
theory (Ref. 42), without the electrostatic dipole contribution.
Note that the initial density of solid CO2 in Ref. 31 is in error.
This has been corrected here and also in Ref. 24.

Comparison of experimental (Refs. 45 and 46) and theoretical shock
velocity vs shock pressure for PBX-9404: (a) the CHEQ 2-phase
calculation assumes a homogeneous phase of fluid mixture and a solid
phase of carbon that can be either graphitic or diamond-l1ike (see
Sec. 3); (b) the CHEQ 3-phase calculation considers two fluid phases
(Nz—rich and Nz—poor fluids) and a solid carbon phase (see Sec. 5).

Solubility isotherms vs molar concentrations at different
temperatures for three binary systems: (a) NZ-HZO. (b) c02-H20.
and (c) Nz-coz systems. These are computed using unlike-

pair exp-6 parameters: r* = 3.575 R, r* = 3.615 R,
N,-H,0 €0,-H,0
and r*N o, = 4.13 A. Othgr Barameters emp]oyea hgre are given in

Table Izandqus. (7) to (9). Dashed or broken portions of the
isotherms indicate that the free energy difference is too small for
the CHEQ code to give reliable results.

Dependence of solubility isotherms on unlike-pair exp-6 parameters.
The solid and dotted 1ines are based on the use of r*, _ . =

3.575 R [Eq. (10)] and 3.682 A [Eq. (11)1, respectiveld. -The

dashed or broken sections of the isotherms represent computationally

uncertain portions.
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Fig. 5.

Fig. 6.

Fig. 7.

Fig. 8.

Fig. 9.

Critical solubility 1ines of the three binary mixtures considered in
Figs. 3 and 4. The solid 1ines are based on the exp-6 parameters of
fFig. 3, while the dotted 1ine is based on r*N -H.0 = 3.682 A, the
value used for the dotted 1ines in Fig. 4. Tﬁe ?ow—T portion of the
NZ-HZO critical 1ine has a larger uncertainty for reasons explained
in the text. Theoretical Hugoniot paths of PBX-9404 and PETN are
shown for comparison. Solid circles represent the CJ points of

these explosives.

Phase diagram of a ternary (NZ—CO2 20) mixture at T = 0.35 eV and P
= 33 GPa. The shaded region is the mixed fluid phase region based

on the exp-6 parameters of Eq. (10). The area under the dotted line
represents the mixed phase region if Eq. (11) is used for the exp-6

parameters.

The Chapman—Jouguet (CJ) expansion adiabats of PBX-9404 (p

1.84 g/cm ) predicted by the present theory (CHEQ), the wa EOS,
the JCZ3 EOS, and the JWL EOS (Ref. 54). For comparison, the JWL
EOS can be considered “experimental® data. See the text.

The Griineisen y along the CJ adiabats (both compression and
expansion) of PBX-9404 (po = 1.84 g/cma) computed from various
models in Fig. 7. Note that the JWL E0S assumes a constant value
for vy. The dotted and broken parts of the y (CHEQ) represent

computationally uncertain portions.

Theoretical Hugoniots of RDX at various initial densities (po).
Wiggly structures in some of the Hugoniots occur within the
supercritical fluid phase separation involving the Nz—rich and
N,-poor fluid phases. Note that there are two roots (i.e., double

2
minima) for the Chapman-Jouguet (CJ) point for Po = 1.55 g/cm3

and 1.60 glcm
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Fig. 10.

Comparison of the experimental Chapman-Jouguet data (Refs. 56 and
57) of RDX and the theoretical results obtained from the absolute

minima (solid circles) in Fig. 9: (a) DCJ VS pyi (b) PCJ 13
Py The dotted 1ines indicate the supercritical fluid phase
separation boundary where theoretical uncertainties are large. See

the text.
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Table I. Parameters of exponential-6 potentials [Eqs. (2) and (6)] for
chemical species considered in calculations of explosives.2

Species ce/k (K) r* (R) a A (K)
HZ 36.4 3.43 11.1 0
N, 101.9 4.09 13 0
02 125.0 3.84 13 0
Cco 108.3 4.12 13 0
CO2 245.6 4.17 13 0
CH4 154.1 4.22 13 0
NO 112.9 3.97 13 0
H20 356.0 3.06 13 996.8
NH3 474.0 3.44 13 441 .0
CZHZ 249.4 4.50 13 0

C He 246.8 4.86 13 0
CSHB 298.9 5.43 13 0
CH30H 414.6 4.92 13 0
NZO 250.1 4.26 13 0
NO2 348.4 4.27 13 0
HCN 369.0 5.54 13 0
HC1 262.3 4.14 13 0
C12 336.9 4.6 13 0
PH3 262.4 4.49 13 0

a Parameters for the first nine species are from Ref. 2a. See references
quoted therein for original experimental data. Parameters for the rest of
the chemical species are derived here using the corresponding state scaling

relation (Ref. 24).
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Table II. Dependence of the Chapman-Jouguet velocity (Dcj) of PBX 9404 on

various physical parameters.

Initial density (pp) = 1.84

Calculation Type Dcg (km/s)
(A) Solid C + single gas phase (11 species) 9.30
(8) (A) + CZHZ' CZHB' Caﬂa, CH30H 9.35
(C) (A) + Nzo. N02, HCN 9.30
(D) (A) + HC1, 012. PH3. P40]0 (sol1id) 9.25
(E) No solid carbon (single gas phase) 9.82
(F) (A) with AH; (diamond) = 15 kcal/mole 9.53
(6) (A) with kH oO-N. = 1.03 and kH 0-C0.~ 0.965 9.35
2" 2 2 2
Experiment 8.80

a These calculations assume all gas species are in a single phase.
tion (A) corresponds to the calculation described in Sec. 3.
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Table III. Comparison of the Chapman-Jouguet data of PBX-9404 between the
experimental data and the CHEQ calculations (pg = 1.84 g/cm3d).

Dcy (km/s) P (GPa) p (9/cmd) T (K)
Experiment 8.802 372 2.48 -

8.78 + 0.01b 35.6 + 0.4b 2.46 -
CHEQ-3 phaseC 8.81 33.2 2.40 4089
CHEQ-2 phaseC 9.35 35.0 2.35 3809
CHEQ-2 phased 9.30 34.17 2.35 3847

Ref. 47a.
Ref. 47b (p = 1.846 g/cm’).
C  These results are based on Eq. (11), f.e., r*H 0-N_= 3.682 & and

r*Hzo_c02 = 3.488 A. 2 2
d These results are based on Eq. (10), i.e., r*H 0-N. = 3.575 R and
2 2
r* = 3.615 A.
Hzo—co2

-36-



Table IV. Comparison of experimental and theoretical (CHEQ) Chapman-Jouguet
shock velocities (Dcj) and pressures (Pgj) at different initial
densities of RDX. The theoretical results are based on the
PBX-9404 EOS data computed by the CHEQ code and the experimental
heat of formation of RDX. For a more complete compilation of the

experimental D¢y data, see Steinberg's paper.3

Initial Density DCJ (km/s) PCJ (GPa)

(g/cma) Experiment This work Experiment This work References
0.53 4.06 4.14 -— 2.719 1
0.56 4.05 4.25 3.16 3.06 2
0.61 4.39 4.45 ~— 3.5% 1
0.70 4.78, 4.65 4.981 4.72 4.57 1, 2
0.90 5.61, 5.75 5.65 - 7.64 3
0.95 5.80 5.87 9.46 8.54 2
1.00 6.04 6.08 - 9.59 1
1.05 6.19 6.30 - 10.67 3
1.07 6.26 6.38 11.6 11.15 2
1.10 6.18 6.51 12.0 11.94 2
1.20 6.75 6.89 15.2 15.19 3, 4
1.29 7.00 7.15 16.4 17.46 2
1.40 7.44 7.49 21.3 19.97 4

7.45, 7.42 3, 6
1.46 7.60 7.70 20.8 21.59 2
1.501 7.69 7.85 - 22.63 1
1.59 8.10, 8.14 8.17 28.17 29.66 4, 5
1.60 8.13, 8.10 8.18 26.0 29.85 2, 3
"1.72 8.46, 8.50 8.44 30.8 30.97 2, 5

8.51 3
1.77 8.64 8.61 33.8 31.60 8

1. L. N. Stesik and N. S. Shvedova, Zhurnal Prikladnoi Mekhaniki i
Technicheskoi Fisiki, No. 4, 124 (1964).

2. N. M. Kuznetsov and K. K. Shvedov, Combustion, Explosion, and Shock Waves

2, 52 (1966).

Los Alamos National Laboratory, GMX-8 unpublished data, July 1956.

A. N. Dremin and P. F. Pokhil, Acad. Sci. USSR, Proc. Phys. Chem. 128, 839

(1959).

5. A. N. Oremin and K. K. Shvedov, Zhurnal Prikladnoi Mekhaniki i

Technicheskoi Fisiki, No. 2, 154 (1964).

Los Alamos National Laboratory, GMX-8, Progress Report, July 1957.

Los Alamos Explosives Performance Data, C. L. Mader, J. N. Johnson, and

S. L. Crane, Eds., (Univ. of Calif., Berkeley, 1982), p. 348.

8. W. E. Deal, J. Chem. Phys. 27, 124 (1964).
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